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ABSTRACT
This paper focuses on the study of the order of power series that

are linear combinations of a given finite set of power series. The

order of a formal power series, known as ord(𝑓 ), is defined as the

minimum exponent of 𝑥 that has a non-zero coefficient in 𝑓 (𝑥).
Our first result is that the order of the Wronskian of these power

series is equivalent up to a polynomial factor, to the maximum

order which occurs in the linear combination of these power series.

This implies that the Wronskian approach used in (Kayal and Saha,

TOCT’2012) to upper bound the order of sum of square roots is

optimal up to a polynomial blowup. We also demonstrate similar

upper bounds, similar to those of (Kayal and Saha, TOCT’2012), for

the order of power series in a variety of other scenarios. We also

solve a special case of the inequality testing problem outlined in

(Etessami et al., TOCT’2014).

In the second part of the paper, we study the equality variant

of the sum of square roots problem, which is decidable in polyno-

mial time due to (Blömer, FOCS’1991). We investigate a natural

generalization of this problem when the input integers are given as

straight line programs. Under the assumption of the Generalized

Riemann Hypothesis (GRH), we show that this problem can be

reduced to the so-called “one dimensional” variant. We identify

the key mathematical challenges for solving this “one dimensional”

variant.
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• Theory of computation→ Algebraic complexity theory; •
Mathematics of computing→ Probabilistic algorithms.
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1 INTRODUCTION
For numerous decision problems that require determining the sign

of expressions with real numbers, their complexity class (e.g., if

they belong to P or not) is often unknown. A notable instance is

the Sum of Square Roots problem, which can be described as:

Problem 1 (Sum of Sqare Roots (SSR)). Given a list (𝑎1, 𝑎2,
. . . , 𝑎𝑛) of positive integers and (𝛿1, 𝛿2, . . . , 𝛿𝑛) ∈ {−1, 1}𝑛 , decide
whether

∑𝑛
𝑖=1 𝛿𝑖

√
𝑎𝑖 > 0.

The complexity of this problem has been extensively investigated

and remains an open question according to Garey, Graham, and

Johnson [13]. Additionally, it has been hypothesized that it lies in

P, as proposed by Malajovich in 2001 [17]. The SSR problem shares

deep connections with classical geometric problems such as the

Euclidean Traveling Salesman Problem (ETSP), which is not known

to be in NP. It is readily seen to be in NP relative to an oracle of SSR.

An important related problem where the task is to determine the

sign of an integer (encoded by a straight line program), is the so

called PosSLP problem. A sequence 𝑃 of integers (𝑏0, 𝑏1, 𝑏2, . . . , 𝑏ℓ )
is said to be a straight line program (SLP) if 𝑏0 = 1 and for all

1 ≤ 𝑖 ≤ ℓ , 𝑏𝑖 = 𝑏 𝑗 ◦𝑖 𝑏𝑘 , where ◦𝑖 ∈ {+,−, ∗} and 𝑗, 𝑘 < 𝑖 . We say

that this SLP 𝑃 computes the integer 𝑏ℓ . We say that ℓ is the size

(or length) of this SLP 𝑃 .

Problem 2 (PosSLP). Given an SLP 𝑃 , decide if the integer 𝑛𝑃
computed by 𝑃 is positive.

The approximation of

√
𝑎𝑖 in Problem 1 to an appropriate preci-

sion leads to the reduction of SSR to PosSLP, as demonstrated in

[1]. PosSLP was introduced in this work to bridge the gap between

classical models of computation and computation over the reals

in the Blum-Shub-Smale (BSS) model [8], which is a widely stud-

ied model for the study of computational complexity in numerical

analysis.

It was shown in [1] that PosSLP captures the “Boolean part” of

languages decidable in the BSSmodel in polynomial time, with poly-

nomial time Turing reductions. Additionally, PosSLP was proven

to lie within the counting hierarchy CH, implying that SSR also falls

within CH. To date, this represents the best known upper bound for

the complexity of SSR.

Our contributions can be found in Section 1.2 after having intro-

duced some useful previous work on Problem 1 in Section 1.1.

1.1 Related work
In different scenarios, there is a need to determine if the sum of

square roots is equal to zero or not, rather than determining the sign

of the expression. As a result, we encounter an intriguing problem

known as SSReq.
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Problem 3 (SSReq). Given a list (𝑎1, 𝑎2, . . . , 𝑎𝑛) of integers and
(𝛿1, 𝛿2, . . . , 𝛿𝑛) ∈ {−1, 1}𝑛 , decide whether

∑𝑛
𝑖=1 𝛿𝑖

√
𝑎𝑖 = 0.

Blömer [6] gave a polynomial time algorithm to compute sums

of radicals and also proved that SSReq is in P. Thus, testing if a

signed sum of square roots is zero seems to be easier than deciding

its sign. A natural idea for an algorithm for the SSR problem would

be to approximate the sum with a floating point number thanks to

classical numerical algorithms. However, one would need a result

on the required number of bits of precision of the approximation

to ensure that the two signs coincide. It is known ([11]) that for an

integer of bit size at most 𝐵, its square root can be approximated

up to𝑚 bits of precision in time poly(𝐵,𝑚). And this implies that

a solution of the following number theoretic problem would lead

to a polynomial time algorithm for the SSR problem.

Problem 4 (Lower-bound on anonzero sum of sqare roots).

Given a sum 𝑆 =
∑𝑛
𝑖=1 𝛿𝑖

√
𝑎𝑖 , with 𝛿𝑖 ∈ {−1, 1} and 1 ≤ 𝑎𝑖 < 2

𝐵
,

can we find a polynomial 𝑞(𝑛, 𝐵) such that

𝑆 ≠ 0 =⇒ |𝑆 | ≥ 1

2
𝑞 (𝑛,𝐵) ?

In contrast to Problem 4, one can also try to find 𝑎𝑖 ’s and corre-

sponding 𝛿𝑖 ’s such that the absolute value of

∑𝑛
𝑖=1 𝛿𝑖

√
𝑎𝑖 is small.

In this direction, it was shown in [18] that

��∑𝑚
𝑖=0

(𝑚
𝑖

)
(−1)𝑖

√
𝑛 + 𝑖

�� =
𝑂 (𝑛−𝑚+

1

2 ). Kayal and Saha [14] chose to approach Problem 4 by for-

mulating a related question over polynomials. This approach proved

to be simpler. They focused on non-zero sums of square roots of

polynomials, which they viewed as power series, and demonstrated

that the valuation (or order) of such a series cannot be too high.

Theorem 1 (Bounding the order of sum of sqare roots of

polynomials [14]). For 1 ≤ 𝑖 ≤ 𝑛, let 𝑐𝑖 ∈ C and 𝑓𝑖 , 𝑔𝑖 ∈ C[𝑥] of de-
gree at most 𝑑 with 𝑓𝑖 (0) ≠ 0. We denote and fix

√︁
𝑓𝑖 (𝑥) ∈ C[[𝑥]] one

of the two square roots of 𝑓𝑖 (𝑥). If the sum 𝑆 (𝑥) = ∑𝑛
𝑖=1 𝑐𝑖𝑔𝑖 (𝑥)

√︁
𝑓𝑖 (𝑥)

is non-zero, then ord(𝑆) ≤ 𝑑𝑛2 + 𝑛.
The main technical argument of this proof is the study of the

Wronskian determinant of the family (𝑔𝑖
√︁
𝑓𝑖 )1≤𝑖≤𝑛 , because by

Cramer’s rule, one can easily bound the order of 𝑆 with respect to

the order of this Wronskian.

Next, they apply this result to a set of integers by representing

them as polynomials and they confirm that the solution to Prob-

lem 4 is affirmative for a significant subclass of integers known as

polynomial integers.

Theorem 2 (SSR for polynomial integers [14]). Suppose

𝑆 =
∑𝑛
𝑖=1 𝛿𝑖

√
𝑎𝑖 is non-zero with 𝛿𝑖 ∈ {−1, 1}, such that every pos-

itive integer 𝑎𝑖 is of the form 𝑎𝑖 = 𝑋𝑑𝑖 + 𝑏1,𝑖𝑋𝑑𝑖−1 + · · · + 𝑏𝑑𝑖 ,𝑖
with 𝑑𝑖 > 0, 𝑋 a positive integer and 𝑑𝑖 , 𝑏 𝑗,𝑖 are integers. Let

𝐵 = max

({��𝑏 𝑗,𝑖 ��} 𝑗,𝑖 , 1) and𝑑 = max𝑖 𝑑𝑖 . There exist two fixed integer

polynomials 𝑝 (𝑛,𝑑), 𝑞(𝑛,𝑑) in 𝑛 and 𝑑 such that if𝑋 ≥ (𝐵 +1)𝑝 (𝑛,𝑑 ) ,
then 𝑆 is lower bounded as |𝑆 | ≥ 1

𝑋𝑞 (𝑛,𝑑 ) .

Based on these observations, it raises the question of whether

the concept of bounding the order of sums of power series can be

generalized to other families beyond square roots. This could poten-

tially yield significant insights into the complexity of determining

the positivity of expressions involving irrational real numbers.

1.2 Our results
Fromnow on,K denotes a field of characteristic 0. All the logarithms

in this paper are natural logarithms with base 𝑒 , unless otherwise

stated. We now define some measures to formally state our results.

Definition 1. Suppose F ⊆ K[[𝑥]] is a finite dimensional linear

subspace of K[[𝑥]], we define
O(F ) := sup{ord(𝑓 ) |𝑓 ∈ F \ {0}} ∈ N ∪∞.

And for f = (𝑓1, 𝑓2, . . . , 𝑓𝑛) a family of linearly independent power

series, we define

O(𝑓1, 𝑓2, . . . , 𝑓𝑛) = O(f) := O(span(𝑓1, 𝑓2, . . . , 𝑓𝑛)).

A set {𝑓1, 𝑓2, . . . , 𝑓𝑛} of 𝑛 functions over K is said to be linearly

dependent if there exist scalars 𝑐1, 𝑐2, . . . , 𝑐𝑛 ∈ K (not all zero) such

that

∑𝑛
𝑖=1 𝑐𝑖 𝑓𝑖 is zero. To define the Wronskian of {𝑓1, 𝑓2, . . . , 𝑓𝑛},

we assume that each 𝑓𝑖 is 𝑛 − 1 times differentiable. The Wron-

skian of {𝑓1, 𝑓2, . . . , 𝑓𝑛}, denoted𝑊 (𝑓1, 𝑓2, . . . , 𝑓𝑛) is defined as the

determinant of the following matrix:

𝑊 (f) =𝑊 (𝑓1, 𝑓2, . . . , 𝑓𝑛) := det

©«
𝑓1 . . . 𝑓𝑛

𝑓
(1)
1

. . . 𝑓
(1)
𝑛

.

.

.
.
.
.

.

.

.

𝑓
(𝑛−1)
1

. . . 𝑓
(𝑛−1)
𝑛

ª®®®®®¬
Proposition 1. Let F ⊆ K[[𝑥]] be an 𝑛-dimensional linear

subspace. For any basis (𝑓1, 𝑓2, . . . , 𝑓𝑛) of F , ord(𝑊 (𝑓1, 𝑓2, . . . , 𝑓𝑛))
does not depend on the choice of the basis (𝑓1, 𝑓2, . . . , 𝑓𝑛). We denote

this quantity by𝑊
ord
(F ).

Proof. Let (𝑔1, 𝑔2, . . . , 𝑔𝑛) be another basis of F . There exists
an invertible 𝑛 × 𝑛 matrix 𝐴 with entries in K such that[

𝑔1 . . . 𝑔𝑛
]
=

[
𝑓1 . . . 𝑓𝑛

]
· 𝐴.

By linearity of the differentiation, we also have for all 0 ≤ 𝑗 < 𝑛,[
𝑔
( 𝑗 )
1

. . . 𝑔
( 𝑗 )
𝑛

]
=

[
𝑓
( 𝑗 )
1

. . . 𝑓
( 𝑗 )
𝑛

]
· 𝐴.

Thus we have 𝑊 (𝑔1, 𝑔2, . . . , 𝑔𝑛) = 𝑊 (𝑓1, 𝑓2, . . . , 𝑓𝑛) · det(𝐴). By
using the fact that det(𝐴) ∈ K∗, the result follows. □

The following theorem bounds O(F ) in terms of𝑊
ord
(F ). This

theorem is actually a result of Voorhoeve and Van der Poorten [21].

The same idea is used by Kayal and Saha [14] to establish the bound

in Theorem 1.

Theorem 3 (Theorem 1 in [21]). Let F be an 𝑛-dimensional

linear subspace of K[[𝑥]]. Then, O(F ) ≤𝑊
ord
(F ) + 𝑛 − 1.

In Section 2, we show that Theorem 3 is almost tight, in the sense

that the order of theWronskian of a family (ℎ1, ℎ2, . . . , ℎ𝑛) of power
series is equivalent, up to a polynomial factor, to the maximum

order of a non-zero linear combination of the ℎ𝑖 ’s. This result is

formalized in Theorem 4 below.

Theorem 4. Let F be an 𝑛-dimensional linear subspace ofK[[𝑥]].
Then,𝑊

ord
(F ) ≤ 𝑛 · O(F ) −

(𝑛
2

)
.

For a full proof of Theorem 4, refer to Section 2. We then demon-

strate that the approach of Kayal and Saha in Theorem 1 can be

extended to sums of solutions of linear differential equations of or-

der 1 with polynomial coefficients, resulting in a comparable bound

355



On the Order of Power Series and the Sum of Square Roots Problem ISSAC 2023, July 24–27, 2023, Tromsø, Norway

on the sum’s order. This result is formally stated in Theorem 5

below.

Theorem 5. Let 𝑆 (𝑥) = ∑𝑛
𝑖=1 𝑐𝑖𝑔𝑖 (𝑥)𝑦𝑖 (𝑥), with 𝑦′

𝑖
− 𝑝𝑖

𝑞𝑖
𝑦𝑖 = 0,

where 𝑐𝑖 ∈ K and 𝑔𝑖 , 𝑝𝑖 , 𝑞𝑖 ∈ K[𝑥] of degree at most 𝑑 . We assume

that 𝑞𝑖 (0) ≠ 0 and that each 𝑦𝑖 ∈ K[[𝑥]]. If 𝑆 ≠ 0, then

ord(𝑆) ≤
𝑛∑︁
𝑖=1

ord(𝑦𝑖 ) + 𝑛2𝑑 + 𝑛 − 1.

Proof idea for Theorem 5. The bound for ord(𝑆) follows from
Theorem 3, once we have bounded the order of the Wronskian of

the family (𝑔𝑖𝑦𝑖 )1≤𝑖≤𝑛 by

∑
𝑖 ord(𝑦𝑖 ) +𝑛2𝑑 . To do this, we study the

entries of the Wronskian matrix and use the differential equations

to replace derivatives of the 𝑦𝑖 ’s. We show that every entry (𝑖, 𝑗)
of the Wronskian matrix can be written 𝑦𝑖

𝑚𝑖,𝑗

𝑞𝑛−1
𝑖

, where 𝑞𝑖 is the

denominator in the differential equation satisfied by 𝑦𝑖 and𝑚𝑖, 𝑗 is a

polynomial of degree ≤ 𝑛𝑑 . The result directly follows by bounding

the order of the polynomials𝑚𝑖, 𝑗 by their degree. For a full proof

of Theorem 5, see Section 3.

In Section 4, we investigate the following Problem 5 (SSRSLP)

that can be regarded as a generalization of Problem 3 (SSReq) in the

context of SLPs.

Problem 5 (SSRSLP). Given as input 𝑛 straight line programs

(𝑃1, 𝑃2, . . . , 𝑃𝑛) of size ≤ 𝑠 and (𝛿1, 𝛿2, . . . , 𝛿𝑛) ∈ {−1, 1}𝑛 , such that

𝑃𝑖 computes the positive integer 𝑎𝑖 , decide whether
∑𝑛
𝑖=1 𝛿𝑖

√
𝑎𝑖 = 0.

Here we show that assuming GRH, under randomized polyno-

mial time Turing reductions, SSRSLP can be reduced to the following

“one-dimensional” variant of SSRSLP,

Problem 6 (One dimensional SSRSLP). Given 𝑛 straight line

programs computing 𝑛 positive integers (𝑎1, 𝑎2, . . . , 𝑎𝑛) and (𝛿1, 𝛿2,
. . . , 𝛿𝑛) ∈ {−1, 1}𝑛 , with the promise that dim(spanQ (

√
𝑎1,
√
𝑎2, . . . ,√

𝑎𝑛)) = 1. Decide if

∑𝑛
𝑖=1 𝛿𝑖

√
𝑎𝑖 = 0.

Proof idea for reducing SSRSLP to one dimensional SSRSLP. Given

an instance of Problem 5, we separate the inputs into several one-

dimensional subgroups. This is possible because we demonstrate

an efficient randomized algorithm to test the linear dependency of

square roots of integers given by SLPs, using the ideas of Kneser [15]

and recounted out in Blömer’s work in [6]. According to Kneser’s

result [15], a set of square roots are linearly dependent over Q if

and only if there exists a pair of linearly dependent square roots

within the set. Once the instance of Problem 5 is separated into

one-dimensional subgroups, it remains only to determine if each

subsum is zero, which can be done using an oracle for Problem 6.

For a full proof, see Section 4.

In Section 5, we show a similar upper bound to that of Theorem 1,

on the order of sums of logarithms of real polynomials.

Proposition 2. Let 𝑆 (𝑥) = ∑𝑛
𝑖=1 𝑐𝑖 log(𝑓𝑖 (𝑥)) ≠ 0, where 𝑐𝑖 ∈ R,

𝑓𝑖 ∈ R[𝑥] of degree at most 𝑑 and 𝑓𝑖 (0) > 0. Then ord(𝑆) ≤ 𝑛𝑑 .

We also show an analogous result to Theorem 2 but for the

problem of the positivity testing of linear forms of logarithms of

integers whose complexity is connected to deep conjectures in

number-theory [12], such as a refinement of the 𝑎𝑏𝑐 conjecture

formulated by Baker [3]. This result essentially follows from Theo-

rem 6 below, which is our analogue of Theorem 2. For a full proof

of Theorem 6, see Section 5.

Theorem 6 (Sum of logarithms of polynomial integers). Sup-

pose 𝐸 =
∑𝑛
𝑖=1 𝑐𝑖 log𝑎𝑖 is non-zero, where 𝑐𝑖 ∈ Z, and every 𝑎𝑖 is

a positive integer of the form 𝑎𝑖 = 𝑋𝑑𝑖 + 𝑏1,𝑖𝑋𝑑𝑖−1 + · · · + 𝑏𝑑𝑖 ,𝑖 ,
where 𝑑𝑖 > 0, 𝑋 is a positive integer and 𝑑𝑖 , 𝑏 𝑗,𝑖 are integers. Let

𝐵 = max

({��𝑏 𝑗,𝑖 ��} 𝑗,𝑖 , 1) , 𝑑 = max𝑖 𝑑𝑖 + 1, and 𝐶 = max𝑖 |𝑐𝑖 |. There
exist two fixed integer polynomial 𝑝1 (𝑛,𝑑), 𝑝2 (𝑛,𝑑) in 𝑛 and 𝑑 such

that if 𝑋 > max

(
𝐶2, (𝐵 + 1)𝑝1 (𝑛,𝑑 )

)
, then 𝐸 is lower bounded as

|𝐸 | ≥ 1

𝑋𝑝
2
(𝑛,𝑑 ) .

2 ORDER OF THEWRONSKIAN
DETERMINANT

In this section we show that for a family of power series, the maxi-

mal order that can occur in a non-zero linear combination is the

order of the Wronskian determinant of the family up to a poly-

nomial factor. Our proof of Theorem 4 is inspired from the ideas

developed in [10]. For 𝑑, 𝑘 ∈ N, we denote
(𝑑)𝑘 := 𝑑 (𝑑 − 1) . . . (𝑑 − 𝑘 + 1),

with the convention (𝑑)0 = 1.

Definition 2 (Vandermonde determinant). Let

(𝑑1, 𝑑2, . . . , 𝑑𝑛) ∈ K𝑛 , we define the corresponding Vandermonde

determinant as follows:

𝑉 (𝑑1, 𝑑2, . . . , 𝑑𝑛) := det

(
(𝑑𝑖−1𝑗 )1≤𝑖, 𝑗≤𝑛

)
=

∏
1≤𝑖< 𝑗≤𝑛

(𝑑 𝑗 − 𝑑𝑖 ).

Lemma 7 (Wronskian of monomials, Lemma 1 in [10]). The

Wronskian of the monomials 𝑎1𝑥
𝑑1 , . . . , 𝑎𝑛𝑥

𝑑𝑛
is

𝑊 (𝑎1𝑥𝑑1 , . . . , 𝑎𝑛𝑥𝑑𝑛 ) = 𝑉 (𝑑1, 𝑑2, . . . , 𝑑𝑛)
(

𝑛∏
𝑖=1

𝑎𝑖

)
𝑥𝑑1+···+𝑑𝑛−(

𝑛
2
) .

Lemma 8 (Lemma 2 in [10]). Let 𝑓1, 𝑓2, . . . , 𝑓𝑛 be a family of

K[[𝑥]] which are linearly independent over K. There exists an in-

vertible 𝑛 × 𝑛 matrix 𝐴 with entries in K such that the power series

𝑔1, 𝑔2, . . . , 𝑔𝑛 defined by[
𝑔1 . . . 𝑔𝑛

]
=

[
𝑓1 . . . 𝑓𝑛

]
· 𝐴 (1)

are all non-zero and have mutually distinct orders.

Lemma 9 (Wronskian of distinct order power series). If

the non-zero power series 𝑔1, 𝑔2, . . . , 𝑔𝑛 ∈ K[[𝑥]] have mutually

distinct orders 𝑑1, 𝑑2, . . . , 𝑑𝑛 , then their Wronskian𝑊 (𝑔1, 𝑔2, . . . , 𝑔𝑛)
is non-zero and satisfies:

ord(𝑊 (𝑔1, 𝑔2, . . . , 𝑔𝑛)) =
𝑛∑︁
𝑖=1

𝑑𝑖 −
(
𝑛

2

)
.

Proof. If the 𝑔 𝑗 ’s are monomials, i.e.𝑔 𝑗 = 𝑎 𝑗𝑥
𝑑 𝑗
, the result is a

direct consequence of Lemma 7, and in this case, the (𝑖, 𝑗) entry
of the Wronskian matrix is𝑤𝑖, 𝑗 = 𝑎 𝑗 (𝑑 𝑗 )𝑖−1𝑥𝑑 𝑗−𝑖+1

. In the general

case, let 𝑔 𝑗 = 𝑎 𝑗𝑥
𝑑 𝑗 + 𝑢 𝑗 with 𝑢 𝑗 ∈ K[[𝑥]] of order > 𝑑 𝑗 . Then the

(𝑖, 𝑗) entry of the Wronskian matrix now becomes𝑤𝑖, 𝑗 × (1 + 𝑥𝑟𝑖, 𝑗 )
for some 𝑟𝑖, 𝑗 ∈ K[[𝑥]].

So we have𝑊 (𝑔1, 𝑔2, . . . , 𝑔𝑛) = 𝑎1 . . . 𝑎𝑛𝑥
𝑑1+···+𝑑𝑛−(𝑛

2
)
det(𝐷)

where 𝐷 is the 𝑛 × 𝑛 matrix 𝐷 = ((𝑑 𝑗 )𝑖−1 (1 + 𝑥𝑟𝑖, 𝑗 ))1≤𝑖, 𝑗≤𝑛 . Now
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we evaluate 𝐷 at 𝑥 = 0, and we obtain 𝐷 (0) = ((𝑑 𝑗 )𝑖−1)1≤𝑖, 𝑗≤𝑛 .
With elementary row operations (which preserve the determinant),

as in the proof of Lemma 7 in [10], we can transform 𝐷 (0) into
the Vandermonde matrix associated to 𝑑1, . . . , 𝑑𝑛 . So, det(𝐷 (0)) =
𝑉 (𝑑1, 𝑑2, . . . , 𝑑𝑛) ≠ 0, because the 𝑑𝑖 ’s are distinct. Thus det(𝐷) is
non zero modulo 𝑥 , so det𝐷 has order zero and the result follows.

□

We now formulate a tight variant (Theorem 10) of Theorem 4,

which immediately implies Theorem 4. Suppose F ⊆ K[[𝑥]] is
a finite dimensional subspace of K[[𝑥]]. Lemma 8 shows that if

dim(F ) = 𝑛 then there exist 𝑛 power series 𝑔1, 𝑔2, . . . , 𝑔𝑛 in F
which have distinct orders 𝑑1, 𝑑2, . . . , 𝑑𝑛 . Moreover 𝑔1, 𝑔2, . . . , 𝑔𝑛
also form a basis of F . We now claim that these are the only possible

orders of any power series in F . Assume 𝑑1 < 𝑑2 < · · · < 𝑑𝑛 . If

𝑓 =
∑𝑛
𝑖=1 _𝑖𝑔𝑖 (with _𝑖 ∈ K) is a non-zero power series in F , then

it is clear that ord(𝑓 ) = 𝑑 𝑗 where 𝑗 is the minimum index such that

_ 𝑗 ≠ 0. With this claim, we formulate the following tight variant of

Theorem 4.

Theorem 10. Let F be an 𝑛-dimensional linear subspace of

K[[𝑥]]. Suppose 𝑑1, 𝑑2, . . . , 𝑑𝑛 are the distinct orders of power series

which occur in F . Then,𝑊
ord
(F ) = ∑𝑛

𝑖=1 𝑑𝑖 −
(𝑛
2

)
.

Proof. By Lemma 8, there exists a basis (𝑔1, 𝑔2, . . . , 𝑔𝑛) of F
with distinct order 𝑑1, 𝑑2, . . . , 𝑑𝑛 . By using Lemma 9,𝑊

ord
(F ) =∑𝑛

𝑖=1 𝑑𝑖 −
(𝑛
2

)
. □

Theorem 4. Let F be an 𝑛-dimensional linear subspace ofK[[𝑥]].
Then,𝑊

ord
(F ) ≤ 𝑛 · O(F ) −

(𝑛
2

)
.

Proof. The claim immediately follows from Theorem 10. □

This completes the proof of Theorem 4. By combining Theo-

rem 4 and Theorem 3, we conclude that the order of the Wronskian

determines the maximum order of linear combinations of power

series, up to a polynomial factor in 𝑛.

Nowwe show an examplewhere the bound claimed in Theorem 3

is tight. Suppose G is the linear subspace of K[[𝑥]] generated by

the monomials 1, 𝑥, 𝑥2, . . . , 𝑥𝑛−1. It is easy to see that Wronskian

of 1, 𝑥, 𝑥2, . . . , 𝑥𝑛−1 is
∏𝑛−1

𝑖=1 𝑖!. Hence𝑊
ord
(G) = 0. We also have

that O(G) = 𝑛 − 1.

3 SUMS OF SOLUTIONS OF LINEAR
DIFFERENTIAL EQUATIONS

As a generalization of Theorem 1 and as an application of Theorem 3,

we now prove a polynomial bound on the order of a sum of power

series that are solutions of linear differential equations of order 1

with polynomial coefficients.

Theorem 5. Let 𝑆 (𝑥) = ∑𝑛
𝑖=1 𝑐𝑖𝑔𝑖 (𝑥)𝑦𝑖 (𝑥), with 𝑦′

𝑖
− 𝑝𝑖

𝑞𝑖
𝑦𝑖 = 0,

where 𝑐𝑖 ∈ K and 𝑔𝑖 , 𝑝𝑖 , 𝑞𝑖 ∈ K[𝑥] of degree at most 𝑑 . We assume

that 𝑞𝑖 (0) ≠ 0 and that each 𝑦𝑖 ∈ K[[𝑥]]. If 𝑆 ≠ 0, then

ord(𝑆) ≤
𝑛∑︁
𝑖=1

ord(𝑦𝑖 ) + 𝑛2𝑑 + 𝑛 − 1.

Proof. Let ℎ𝑖 = 𝑔𝑖𝑦𝑖 . Without loss of generality, we can assume

that h = (ℎ1, ℎ2, . . . , ℎ𝑛) are linearly independent. If they are not,

we can rewrite 𝑆 as a linear combination of a subfamily of the ℎ𝑖 ’s

that are linearly independent.

We shall bound the order of the Wronskian𝑊 (ℎ1, ℎ2, . . . , ℎ𝑛)
and apply Theorem 3. We have:

𝑦′𝑖 =
𝑝𝑖

𝑞𝑖
𝑦𝑖 ,

𝑦′′𝑖 =
𝑝′
𝑖
𝑞𝑖 − 𝑝𝑖𝑞′𝑖
𝑞2
𝑖

𝑦𝑖 +
𝑝𝑖

𝑞𝑖
𝑦′𝑖 =

𝑝′
𝑖
𝑞𝑖 − 𝑝𝑖𝑞′𝑖 + 𝑝𝑖𝑞𝑖

𝑞2
𝑖

𝑦𝑖 .

So by induction, we deduce that for 0 ≤ 𝑗 < 𝑛,

𝑦
( 𝑗 )
𝑖

=
𝑃𝑖, 𝑗

𝑞
𝑗
𝑖

𝑦𝑖 =
𝑞
𝑛−1− 𝑗
𝑖

𝑃𝑖, 𝑗

𝑞𝑛−1
𝑖

𝑦𝑖 ,

where 𝑞
𝑛−1− 𝑗
𝑖

𝑃𝑖, 𝑗 is a polynomial of degree at most (𝑛 − 1)𝑑 . Then,
by the Leibniz’s formula,ℎ

( 𝑗 )
𝑖

=
∑𝑗

𝑘=0

( 𝑗
𝑘

)
𝑔
( 𝑗−𝑘 )
𝑖

𝑦
( 𝑗 )
𝑖

, and theWron-

skian has the form

𝑊 (ℎ1, ℎ2, . . . , ℎ𝑛) =
𝑛∏
𝑖=1

𝑦𝑖

𝑞𝑛−1
𝑖

det𝑀,

with 𝑀 being a matrix whose entries are polynomials of degree

at most 𝑛𝑑 . In particular, ord(det𝑀) ≤ deg(det𝑀) ≤ 𝑛2𝑑 . As

𝑞𝑖 (0) ≠ 0 for all 𝑖 , we have:

ord(𝑊 (h)) =
𝑛∑︁
𝑖=1

ord(𝑦𝑖 ) + ord(det𝑀) ≤
𝑛∑︁
𝑖=1

ord(𝑦𝑖 ) + 𝑛2𝑑.

Finally, Theorem 3 implies the claimed bound. □

As a direct corollary of Theorem 5, we obtain upper bounds for

the order of a sum of power series in C[[𝑥]] in several different

contexts.

Corollary 1. Let 𝑆 (𝑥) = ∑𝑛
𝑖=1 𝑐𝑖𝑔𝑖 (𝑥)𝑦𝑖 (𝑥) be a non-zero sum,

where 𝑐𝑖 ∈ C, and 𝑔𝑖 ∈ C[𝑥] are of degree at most 𝑑 . Let 𝑓𝑖 ∈ C[𝑥]
of degree at most 𝑑 .

(1) If 𝑦𝑖 = exp(𝑓𝑖 ), then ord 𝑆 ≤ 𝑛2 (𝑑 − 1) + 𝑛 − 1.
(2) If 𝑦𝑖 = 𝜑 (𝑓𝑖 ) with 𝜑 ∈ {cosh, sinh, cos, sin}, then ord 𝑆 ≤

4𝑛2 (𝑑 − 1) + 2𝑛 − 1.
(3) If 𝑦𝑖 =

(
𝑝𝑖
𝑞𝑖

)𝛼𝑖
, with 𝑝𝑖 , 𝑞𝑖 ∈ C[𝑥] of degree at most 𝑑 , 𝛼𝑖 ∈ R

and 𝑝𝑖 (0), 𝑞𝑖 (0) ≠ 0, then ord 𝑆 ≤ 2𝑛2𝑑 + 𝑛 − 1.

Proof. For Part (1), 𝑦𝑖 = exp(𝑓𝑖 ), 𝑦𝑖 admits a power series

expansion and ord𝑦𝑖 = 0 because 𝑦𝑖 (0) = exp 𝑓𝑖 (0) ≠ 0. More-

over, 𝑦′
𝑖
− 𝑓 ′

𝑖
𝑦𝑖 = 0, with deg 𝑓 ′

𝑖
≤ 𝑑 − 1. By Theorem 5, ord 𝑆 ≤

𝑛2 (𝑑 − 1) + 𝑛 − 1.
For Part (2), one can write cosh 𝑓 = 𝑒 𝑓 +𝑒−𝑓

2
, sinh 𝑓 = 𝑒 𝑓 −𝑒−𝑓

2
,

cos 𝑓 = 𝑒𝑖 𝑓 +𝑒−𝑖 𝑓
2

, sin 𝑓 = 𝑒𝑖 𝑓 −𝑒−𝑖 𝑓
2𝑖 . We can then apply Part (1) with

2𝑛 terms in the sum and obtain the claimed bound.

For Part (3), because both 𝑝𝑖 (0) and 𝑞𝑖 (0) are non-zero for all 𝑖 ,

𝑦𝑖 admits a power series expansion in 0 and ord𝑦𝑖 = 0. Moreover,

it satisfies 𝑦′
𝑖
− 𝛼𝑖

𝑝′𝑖𝑞𝑖−𝑝𝑖𝑞′𝑖
𝑝𝑖𝑞𝑖

𝑦𝑖 = 0. Again, the bound is obtained by

using Theorem 5. □

A similar bound for 𝑦𝑖 = exp 𝑓𝑖 was already established in [21]

(see Example 1). The proof also relies on Wronskians.
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4 SUM OF SQUARE ROOTS OF INTEGERS
GIVEN BY STRAIGHT-LINE PROGRAMS

As we mentioned in introduction, testing if an expression involving

square roots is zero is an interesting problem and Blömer [6] de-

veloped a polynomial time algorithm solving SSReq. In SSReq, the

integers in input are given in binary and in this case, the problem is

easy. It is a natural extension of SSReq to ask what happens for the

complexity of this problem in an algebraic model of computation,

that is if the integers in input are given by straight line programs.

More precisely, we want to study Problem 5.

We would like to know if zero testing for this class of expressions

is as easy as testing zero for straight line programs computing

integers, namely EquSLP defined in [1]. In the problem EquSLP,

given an input SLP 𝑃 , we want to test if the integer 𝑛𝑃 computed

by 𝑃 is zero. In [1], it is proven that EquSLP reduces to Polynomial

Identity Testing (PIT), so it admits a randomized polynomial time

algorithm. In the hope of designing a randomized polynomial time

algorithm for SSRSLP, we present in this section how one can reuse

some of the ideas of Blömer for SSReq in the context of Problem 5.

We show that the problem SSRSLP can be reduced under the General

Riemann Hypothesis (GRH) to a one dimensional case where all

the square roots involved are on the same line over Q. Actually,
this special one dimensional case captures all the hardness of the

whole problem. One can also find related results in [5, 7]. They give

randomized algorithms to decide if expressions involving radicals

of depth 1 is equal to 0. In [5], some algorithms are also valid

under GRH and use comparable arguments about density of certain

prime numbers that we also develop in this section. However, the

expressions involved in these results are different; the expressions

are not only sums of square roots but general arithmetic circuits

involving square-roots of integers given in binary.

4.1 Reduction to the one-dimensional case
We now explain formally why it is enough to focus on the one

dimensional (Problem 6) version of Problem 5 in order to design an

efficient algorithm for SSRSLP. We actually prove Theorem 11.

Theorem 11. Under GRH, there exists a randomized polynomial

time Turing reduction from Problem 5 to Problem 6.

The starting point is the following result due to Kneser [15]

recalled by Blömer ([6], corollary 2.6).

Lemma 12. Let 𝑎1, 𝑎2, . . . , 𝑎𝑛 be 𝑛 positive integers. Reals

√
𝑎1,√

𝑎2, . . . ,
√
𝑎𝑛 are linearly dependent over Q if and only if there exist

1 ≤ 𝑖 < 𝑗 ≤ 𝑛 such that (√𝑎𝑖 ,
√
𝑎 𝑗 ) are linearly dependent over Q or

equivalently

√
𝑎𝑖
√
𝑎 𝑗
∈ Q. (2)

Corollary 2. Let 𝑎1, . . . , 𝑎𝑛 be positive integers and

(𝛿1, . . . , 𝛿𝑛) ∈ {−1, 1}𝑛 . Let (√𝑎𝑖1 , . . . ,
√
𝑎𝑖ℓ ) be a basis of

spanQ (
√
𝑎1, . . . ,

√
𝑎𝑖 ). Then for all 1 ≤ 𝑖 ≤ 𝑛, there exists a unique

1 ≤ 𝑗 ≤ ℓ such that

√
𝑎𝑖 ∈ Q · √𝑎𝑖 𝑗 . And

𝑛∑︁
𝑖=1

𝛿𝑖
√
𝑎𝑖 = 0 ⇐⇒ ∀1 ≤ 𝑗 ≤ ℓ,

∑︁
𝑖:
√
𝑎𝑖 ∈Q
√
𝑎𝑖 𝑗

𝛿𝑖
√
𝑎𝑖 = 0. (3)

Proof. Without loss of generality, we can assume 𝑖 𝑗 = 𝑗 . As-

suming existence, uniqueness is clear because if

√
𝑎𝑖 ∈ Q ·

√
𝑎 𝑗 and√

𝑎𝑖 ∈ Q ·
√
𝑎 𝑗 ′ , then

√
𝑎 𝑗 and

√
𝑎 𝑗 ′ are not linearly independent.

Now, for an element of the basis existence is clear and for

√
𝑎𝑖 not in

the basis, (√𝑎1, . . . ,
√
𝑎ℓ ,
√
𝑎𝑖 ) is linearly dependent. By Lemma 12,

two elements are linearly dependent, and it can not be between

two elements of the basis. So

√
𝑎𝑖 is involved in this pair.

We partition {1, . . . , 𝑛} = 𝐼1 ∪ · · · ∪ 𝐼ℓ , with 𝐼 𝑗 = {𝑖 | √𝑎𝑖 =

𝑞𝑖, 𝑗
√
𝑎 𝑗 , 𝑞𝑖, 𝑗 ∈ Q}. Now,

∑𝑛
𝑖=1 𝛿𝑖

√
𝑎𝑖 =

∑ℓ
𝑗=1

(∑
𝑖∈𝐼 𝑗 𝛿𝑖𝑞𝑖, 𝑗

) √
𝑎 𝑗 . As

(√𝑎 𝑗 )1≤ 𝑗≤ℓ form a basis, the previous sum is zero if and only if for

all 1 ≤ 𝑗 ≤ ℓ,
∑
𝑖∈𝐼 𝑗 𝛿𝑖𝑞𝑖, 𝑗 = 0. By multiplying by

√
𝑎 𝑗 , we obtain

𝑛∑︁
𝑖=1

𝛿𝑖
√
𝑎𝑖 = 0 ⇐⇒ ∀1 ≤ 𝑗 ≤ ℓ,

∑︁
𝑖∈𝐼 𝑗

𝛿𝑖
√
𝑎𝑖 = 0.

□

The reduction for Theorem 11 thenworks in two steps and can be

found in Algorithm 1. Given an instance of Problem 5, we first build

the partition of the set of square roots in ℓ one-dimensional subsets,

and then use the oracle for Problem 6 to test if each associated

subsum is zero. To build the partition, Algorithm 1 works as follows:

for each integer 𝑎𝑖 , either we have already seen an integer 𝑎 𝑗 before

such that

√
𝑎𝑖/
√
𝑎 𝑗 ∈ Q and we add 𝑎𝑖 to the same one dimensional

sum as 𝑎 𝑗 or we construct a new one for 𝑎𝑖 . To complete the proof

of Theorem 11, it only remains to show that one can perform the

test of Equation (2) efficiently under GRH.

Input :𝑎1, 𝑎2, . . . , 𝑎𝑛 integers given by SLPs, signs

𝛿1, 𝛿2, . . . , 𝛿𝑛 ∈ {−1, 1}.
Output :Decide if 𝑆 =

∑𝑛
𝑖=1 𝛿𝑖

√
𝑎𝑖 = 0.

SubSums← [ ] ;
for 1 ≤ 𝑖 ≤ 𝑛 do

𝑘 ← 0 ; FoundSubSum← false ;

while 𝑘 < |SubSums| and not FoundSubSum do
Pick an element 𝑏 in SubSums[𝑘] ;
if
√
𝑎𝑖/
√
𝑏 ∈ Q then

Add 𝑎𝑖 to SubSums[𝑘] ; FoundSubSum← true ;

else
𝑘++;

end
end
if not FoundSubSum then Add {𝑎𝑖 } to SubSums ;

end
For each element of SubSums, test if the corresponding one

dimensional sum is zero using oracle for Problem 6;

Algorithm 1: Algorithm for Problem 5

Lemma 13. Let 𝑎, 𝑏 be two positive integers.

√
𝑎√
𝑏
∈ Q iff

√
𝑎𝑏 ∈ N.

Proof.

√
𝑎/
√
𝑏 ∈ Q is equivalent to the statement that for any

prime 𝑝 , the 𝑝-adic valuation 𝑣𝑝 (𝑎/𝑏) of 𝑎/𝑏 is even, 𝑣𝑝 (𝑎/𝑏) =
𝑣𝑝 (𝑎) − 𝑣𝑝 (𝑏), or equivalently 𝑣𝑝 (𝑎) + 𝑣𝑝 (𝑏) = 𝑣𝑝 (𝑎𝑏) is even,

i.e.

√
𝑎𝑏 ∈ N . □
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Lemma 13 suggests that for testing Equation (2), we just have

to check if 𝑎𝑖𝑎 𝑗 is a perfect square. Note that if both 𝑎𝑖 and 𝑎 𝑗 can

be computed by SLPs of size 𝑠 , then 𝑎𝑖𝑎 𝑗 admits an SLP of size

2𝑠 + 1. In the next section we design a randomized polynomial time

algorithm to perform this task under GRH.

4.2 Testing if an SLP computes a perfect square
We now demonstrate an algorithm for the following Problem 7.

Problem 7. Given an SLP of size 𝑡 computing a positive integer 𝑎,

decide if 𝑎 is a perfect square.

Let 𝑎 be a positive integer computed by an SLP of size 𝑡 . By

induction on 𝑡 ≥ 0, we have the bound 𝑎 ≤ 2
2
𝑡
.

Our algorithm is the following: sample at random a prime 𝑝 ≤
2
𝑞 (𝑡 )

, with 𝑞 a polynomial to be determined later, compute 𝑎 mod 𝑝

and test if 𝑎 mod 𝑝 is a square in F𝑝 . All these computations can

be done in polynomial time in 𝑡 [2]. If 𝑎 is actually a perfect square,

then for all such primes 𝑝 , 𝑎 mod 𝑝 is a square in F𝑝 and the answer

of the algorithm is correct. Whereas if 𝑎 is not a perfect square,

Chebotarev’s density theorem guarantees that the set of primes 𝑝

for which the polynomial𝑋 2−𝑎 splits in F𝑝 , i.e., the set of primes 𝑝

where 𝑎 is a square in F𝑝 has density
1

2
[20]. To ensure that we can

use small primes and keep a non negligible probability to have a

correct answer, we need an effective version. This effective version

of Chebotarev’s density theorem requires GRH and can be found

in [19] (Theorem 4).

Our application of the effective Chebotarev’s density theorem

leads us to the following key lemma. The statement directly follows

from [19] (Theorem 4) for the splitting field of 𝑋 2 − 𝑎. This only
makes sense when disc(𝑋 2 − 𝑎) = 4𝑎 does not vanish in F𝑝 . This is
the reason why we only consider primes 𝑝 that do not divide 4𝑎.

Lemma 14. Let 𝑎 be a positive integer that is not a square. For

𝑥 ≥ 2, we define:

𝑑𝑎 (𝑥) :=
|{𝑝 prime ≤ 𝑥, 𝑎 is not a square mod 𝑝 and 𝑝 ∤ 4𝑎}|

|{𝑝 prime ≤ 𝑥}| .

There exists a constant 𝐶 such that, under GRH, for all 𝑥 ≥ 2,����𝑑𝑎 (𝑥) − 1

2

���� ≤ 𝐶
log

2
𝑥

√
𝑥

(
log

2
(4𝑎) + 2 log

2
𝑥
)
.

Now we can state the main lemma.

Lemma 15. Let 𝑎 ≤ 2
2
𝑡
be a positive integer that is not a perfect

square. Then there exists an integer polynomial 𝑞 such that for 𝑥 =

2
𝑞 (𝑡 )

, we have 𝑑𝑎 (𝑥) ≥ 1

4
.

Proof. From Lemma 14, the following inequality holds:

𝑑𝑎 (𝑥) ≥
1

2

−𝐶
log

2
𝑥

√
𝑥
(log

2
(4𝑎) + 2 log

2
𝑥) .

To conclude, we need to ensure that

𝐶
log

2
𝑥

√
𝑥
(log

2
(4𝑎) + 2 log

2
𝑥) ≤ 1

4

, i.e.,

log
2
(4𝑎) ≤ 1

4

√
𝑥

𝐶 log
2
𝑥
− 2 log

2
𝑥 .

With 𝑎 ≤ 2
2
𝑡
, and 𝑥 = 2

𝑞 (𝑡 )
, it is sufficient to have

2
𝑡 + 2 ≤ 1

4

2

𝑞 (𝑡 )
2

𝐶𝑞(𝑡) − 2𝑞(𝑡). (4)

and one can see that 𝑞(𝑡) = 𝑂 (𝑡2) satisfies Equation (4). □

If one chooses 𝑞(𝑡) as in Lemma 15, our randomized algorithm

runs in polynomial time and has a one sided error for solving

Problem 7. This completes the proof of Theorem 11.

4.3 About the One Dimensional Variant
In the previous section, we showed that it is enough to focus on

Problem 6. Suppose spanQ (
√
𝑎1,
√
𝑎2, . . . ,

√
𝑎𝑛) = Q ·

√
𝑎1. Then,

for all 𝑖 ,
√
𝑎𝑖𝑎1 ∈ N. And 𝑆 =

∑𝑛
𝑖=1 𝛿𝑖

√
𝑎𝑖 = 0 ⇐⇒ 𝑆

√
𝑎1 =∑𝑛

𝑖=1 𝛿𝑖
√
𝑎𝑖𝑎1 = 0, with 𝑆

√
𝑎1 ∈ N. One approach to design an

algorithm to test 𝑆
√
𝑎1 = 0, is reducing it modulo a randomly

selected prime number 𝑝 . The problem with this approach, is that

once we have reduced 𝑎𝑖𝑎1 modulo 𝑝 , one can compute its two

square roots in F𝑝 but there is no way to decide which one of the

two is the correct representation of

√
𝑎1𝑎𝑖 in F𝑝 . Determining the

correct reduction of 𝑆
√
𝑎1 modulo 𝑝 seems like a non trivial task.

And we most likely need a different approach in order to tackle

Problem 6.

5 AN APPLICATION TO SUMS OF
LOGARITHMS

In order to motivate the interest of proving bounds for the order

of sums of certain power series, we show that the approach of

Kayal and Saha [14] that led to a non trivial statement for the Sum

of Square Roots problem can also be used to establish non-trivial

statements for other fundamental number theoretic problems. In

particular in this section, we focus on the sums of logarithms that is

a well-studied problem [3, 12] and is related to deep number theory

conjectures.

Problem 8. Given two lists (𝑎1, 𝑎2, . . . , 𝑎𝑛), (𝑐1, 𝑐2, . . . , 𝑐𝑛) of in-
tegers with 𝑎𝑖 > 0, decide if

𝑛∑︁
𝑖=1

𝑐𝑖 log𝑎𝑖 > 0.

Similarly as for the Sum of Square roots problem (Problem 1),

the complexity in the bit-model of Problem 8 is an open question.

A refinement of the 𝑎𝑏𝑐-conjecture formulated by Baker [4] would

imply Problem 8 to be in P. Interesting details about the link between
the complexity of Problem 8 and open questions in number-theory

can be found in [12]. All these conjectures essentially state the

existence of a gap, namely that a non-zero sum of logarithms can

not be too close to zero. These gaps or lower bounds are very similar

to Problem 4 but in the case of logarithms. Our goal is to reuse the

analogy between polynomials and integers in order to deduce a

lower bound for a non trivial class of instances of Problem 8 via a

lower bound on the order of a non-zero sum of logarithms of real

polynomials.

Proposition 2. Let 𝑆 (𝑥) = ∑𝑛
𝑖=1 𝑐𝑖 log(𝑓𝑖 (𝑥)) ≠ 0, where 𝑐𝑖 ∈ R,

𝑓𝑖 ∈ R[𝑥] of degree at most 𝑑 and 𝑓𝑖 (0) > 0. Then ord(𝑆) ≤ 𝑛𝑑 .
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Proof. First, if 𝑓𝑖 (0) > 0, the power series log 𝑓𝑖 (𝑥) is well de-
fined in a neighborhood of 0. So, 𝑆 admits a valid power series

expansion. Now, we have

𝑆 ′ (𝑥) =
𝑛∑︁
𝑖=1

𝑐𝑖
𝑓 ′
𝑖
(𝑥)

𝑓𝑖 (𝑥)
=

∑𝑛
𝑖=1 𝑐𝑖𝐹𝑖 (𝑥)∏𝑛
𝑖=1 𝑓𝑖 (𝑥)

,

with 𝐹𝑖 (𝑥) = 𝑓 ′
𝑖
(𝑥)∏𝑗≠𝑖 𝑓𝑗 (𝑥), is a polynomial of degree ≤ (𝑛 −

1)𝑑 + 𝑑 − 1 = 𝑛𝑑 − 1. As 𝑓𝑖 (0) ≠ 0, we have:

ord(𝑆 ′) = ord

(
𝑛∑︁
𝑖=1

𝑐𝑖𝐹𝑖 (𝑥)
)
≤ deg

(
𝑛∑︁
𝑖=1

𝑐𝑖𝐹𝑖 (𝑥)
)
≤ 𝑛𝑑 − 1.

Finally,

ord(𝑆) ≤ ord(𝑆 ′) + 1 ≤ 𝑛𝑑.

□

And now, we can instantiate Proposition 2 over integers and

obtain the following gap theorem for a restricted but non trivial

class of the instances of Problem 8.

Theorem 6 (Sum of logarithms of polynomial integers). Sup-

pose 𝐸 =
∑𝑛
𝑖=1 𝑐𝑖 log𝑎𝑖 is non-zero, where 𝑐𝑖 ∈ Z, and every 𝑎𝑖 is

a positive integer of the form 𝑎𝑖 = 𝑋𝑑𝑖 + 𝑏1,𝑖𝑋𝑑𝑖−1 + · · · + 𝑏𝑑𝑖 ,𝑖 ,
where 𝑑𝑖 > 0, 𝑋 is a positive integer and 𝑑𝑖 , 𝑏 𝑗,𝑖 are integers. Let

𝐵 = max

({��𝑏 𝑗,𝑖 ��} 𝑗,𝑖 , 1) , 𝑑 = max𝑖 𝑑𝑖 + 1, and 𝐶 = max𝑖 |𝑐𝑖 |. There
exist two fixed integer polynomial 𝑝1 (𝑛,𝑑), 𝑝2 (𝑛,𝑑) in 𝑛 and 𝑑 such

that if 𝑋 > max

(
𝐶2, (𝐵 + 1)𝑝1 (𝑛,𝑑 )

)
, then 𝐸 is lower bounded as

|𝐸 | ≥ 1

𝑋𝑝
2
(𝑛,𝑑 ) .

Proof. We choose any integer polynomials 𝑝1, 𝑝2 satisfying the

following conditions and show that they satisfy the claimed bounds:

𝑝1 (𝑛,𝑑) ≥ 20𝑑𝑛 log(𝑑𝑛), (5)

𝑝2 (𝑛,𝑑) ≥ 1 + 𝑑𝑛(log(𝑑𝑛) + 1). (6)

One can write 𝐸 as follows:

𝐸 =

𝑛∑︁
𝑖=1

𝑐𝑖𝑑𝑖 log𝑋︸          ︷︷          ︸
=𝐴

+
𝑛∑︁
𝑖=1

𝑐𝑖 log

(
1 +

𝑏1,𝑖

𝑋
+ · · · +

𝑏𝑑𝑖 ,𝑖

𝑋𝑑𝑖

)
︸                                     ︷︷                                     ︸

=𝑆

.

If A ≠ 0, as
∑𝑛
𝑖=1 𝑐𝑖𝑑𝑖 is a non-zero integer, we have

|𝐴| ≥ log𝑋 .

So an upper bound for 𝑆 of the form |𝑆 | ≤ 1

2
log𝑋 is enough to

prove that |𝐸 | ≥ 1

2
log𝑋 . And we have the bound

|𝑆 | ≤ 𝑛𝐶 max

1≤𝑖≤𝑛
log

(
1 +

𝑏1,𝑖

𝑋
+ · · · +

𝑏𝑑𝑖 ,𝑖

𝑋𝑑𝑖

)
.

Now, as ∀𝑥 ≥ 0, log(1 + 𝑥) ≤ 𝑥 , and
𝑏1,𝑖
𝑋
+ · · · + 𝑏𝑑𝑖 ,𝑖

𝑋𝑑𝑖
≤ 𝐵

𝑋−1 , we
have

|𝑆 | ≤ 𝑛𝐶
𝐵

𝑋 − 1 .

But, as 𝐶 ≤ 𝑋
1

2

|𝑆 | ≤ 𝑛𝐶
𝐵

𝑋 − 1 ≤
𝑛𝐵𝑋

1

2

𝑋 − 1 ≤
2𝑛𝐵

𝑋
1

2

≤ 2𝑛𝐵

(𝐵 + 1)
1

2
𝑝1 (𝑛,𝑑 )

,

because 𝑋 − 1 ≥ 𝑋
2
since 𝑋 ≥ 2. Then, to have |𝑆 | ≤ 1

2
log𝑋 , it is

sufficient that:

𝑝1 (𝑛,𝑑) log(𝐵 + 1) (𝐵 + 1)
1

2
𝑝1 (𝑛,𝑑 ) − 4𝑛𝐵 ≥ 0. (7)

One can easily check that Equation (7) holds using Equation (5) and

thus, |𝐸 | ≥ 1

2
log𝑋 ≥ 1

𝑋𝑝
2
(𝑛,𝑑 ) .

If A = 0, we show that |𝐸 | = |𝑆 | ≥ 1

𝑋𝑝
2
(𝑛,𝑑 ) . Let 𝑦 = 1

𝑋
, we have

𝑆 =

𝑛∑︁
𝑖=1

𝑐𝑖 log

(
1 + 𝑏1,𝑖𝑦 + · · · + 𝑏𝑑𝑖 ,𝑖𝑦

𝑑𝑖
)

︸                                 ︷︷                                 ︸
=ℎ𝑖 (𝑦)

=
∑︁
𝑗≥1

𝑦 𝑗
𝑛∑︁
𝑖=1

𝑐𝑖ℎ𝑖, 𝑗︸        ︷︷        ︸
𝑆 𝑗

with ℎ𝑖 (𝑦) =
∞∑︁
𝑗=1

ℎ𝑖, 𝑗𝑦
𝑗 =

∞∑︁
𝑘=1

(−1)𝑘+1
𝑘

(
𝑏1,𝑖𝑦 + · · · + 𝑏𝑑𝑖 ,𝑖𝑦

𝑑𝑖
)𝑘

.

By applying Proposition 2, the minimum exponent ℓ such that

𝑆ℓ ≠ 0 is such that ℓ ≤ 𝑑𝑛. The idea of the proof is to show that for

every 𝑡 ≥ 1,

|𝑆ℓ+𝑡 |
|𝑆ℓ |

≤ 1

2
𝑡+1 , (8)

because in this case, we would have

|𝑆 | ≥ | |𝑆ℓ | − |𝑆ℓ+1 | − . . . | ≥
����|𝑆ℓ | − 1

2

|𝑆ℓ |
���� = 1

2

|𝑆ℓ | , (9)

and one can obtain a lower bound for |𝑆 | via a lower bound for |𝑆ℓ |.
But to satisfy Equation (8), one also needs an upper bound on 𝑆ℓ+𝑡 ,
for every 𝑡 .

These two lower and upper bounds are both obtained as in the

proof of Theorem 2 in [14]. The technical details can be found

in Section 5.1. In the end, we show that conditions on 𝑝1 and 𝑝2
(Equations (5) and (6)) are sufficient in order to satisfy Equations (8)

and (9) and then deduce that |𝐸 | = |𝑆 | ≥ 1

𝑋𝑝
2
(𝑛,𝑑 ) .

□

5.1 Bounds for the Proof of Theorem 6
We recall that we have

𝑆 =

𝑛∑︁
𝑖=1

𝑐𝑖 log

(
1 + 𝑏1,𝑖𝑦 + · · · + 𝑏𝑑𝑖 ,𝑖𝑦

𝑑𝑖
)

︸                                 ︷︷                                 ︸
=ℎ𝑖 (𝑦)

=
∑︁
𝑗≥1

𝑦 𝑗
𝑛∑︁
𝑖=1

𝑐𝑖ℎ𝑖, 𝑗︸        ︷︷        ︸
𝑆 𝑗

with ℎ𝑖 (𝑦) =
∞∑︁
𝑗=1

ℎ𝑖, 𝑗𝑦
𝑗 =

∞∑︁
𝑘=1

(−1)𝑘+1
𝑘

(
𝑏1,𝑖𝑦 + · · · + 𝑏𝑑𝑖 ,𝑖𝑦

𝑑𝑖
)𝑘

.

The goal is to show that 𝑝1 (𝑛,𝑑) and 𝑝2 (𝑛,𝑑) satisfying Equa-

tions (5) and (6) give both an upper bound and a lower bound on

𝑆 𝑗 that allows us to satisfy Equation (8).

An upper bound on 𝑆 𝑗 :
For any 𝑗 , ℎ𝑖, 𝑗 is contributed by the term of order 𝑗 in the sum
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∑ (−1)𝑘+1
𝑘

(
𝑏1,𝑖𝑦 + · · · + 𝑏𝑑𝑖 ,𝑖𝑦𝑑𝑖

)𝑘
for 𝑘 in range [1, 𝑗]. Then

ℎ𝑖, 𝑗 =

𝑗∑︁
𝑘=1

(−1)𝑘+1
𝑘

𝑣𝑘,𝑖, 𝑗 , with

𝑣𝑘,𝑖, 𝑗 =
∑︁

𝑘1+2𝑘2+···+𝑑𝑖𝑘𝑑𝑖 =𝑗
𝑘1+𝑘2+···+𝑘𝑑𝑖 =𝑘

(
𝑘

𝑘1, 𝑘2, . . . , 𝑘𝑑𝑖

)
𝑏
𝑘1
1,𝑖

. . . 𝑏
𝑘𝑑𝑖
𝑑𝑖 ,𝑖

.

where 𝑘1, 𝑘2, . . . , 𝑘𝑑𝑖 are non-negative integers. Notice that for 𝑘 <
𝑗

𝑑𝑖
, 𝑣𝑘,𝑖, 𝑗 = 0 as the sum is empty. Then��𝑣𝑘,𝑖, 𝑗 �� ≤ ∑︁

𝑘1+𝑘2+···+𝑘𝑑𝑖 =𝑘

(
𝑘

𝑘1, 𝑘2, . . . , 𝑘𝑑𝑖

) ��𝑏1,𝑖 ��𝑘1 . . . ��𝑏𝑑𝑖 ,𝑖 ��𝑘𝑑𝑖
≤ (𝐵𝑑𝑖 )𝑘 ≤ (𝐵𝑑)𝑘 . (Multinomial theorem)

Since

��� (−1)𝑘+1
𝑘

��� ≤ 1,

��ℎ𝑖, 𝑗 �� ≤ 𝑗∑︁
𝑘=0

(𝐵𝑑)𝑘 ≤ (𝐵𝑑) 𝑗+1 .

Hence, let 𝑆 =
∑

𝑗≥1 𝑆 𝑗 , with 𝑆 𝑗 = 𝑦 𝑗
∑𝑛
𝑖=1 𝑐𝑖ℎ𝑖, 𝑗 satisfies for all

𝑗 ≥ 1 ��𝑆 𝑗 �� ≤ 𝑦 𝑗𝑛𝐶 (𝐵𝑑) 𝑗+1 .

A lower bound on 𝑆ℓ :
Now we prove a lower bound for |𝑆ℓ | = 𝑦ℓ

��∑𝑛
𝑖=1 𝑐𝑖ℎ𝑖,ℓ

�� ≠ 0. We

have

𝑛∑︁
𝑖=1

𝑐𝑖ℎ𝑖,ℓ =

𝑛∑︁
𝑖=1

𝑐𝑖

ℓ∑︁
𝑘=1

(−1)𝑘+1
𝑘

𝑣𝑘,𝑖,ℓ =

ℓ∑︁
𝑘=1

(−1)𝑘+1
𝑘

(
𝑛∑︁
𝑖=1

𝑐𝑖𝑣𝑘,𝑖,ℓ

)
︸         ︷︷         ︸

∈Z

.

So ℓ!
(∑𝑛

𝑖=1 𝑐𝑖ℎ𝑖,ℓ
)
is an integer. Then, if

∑𝑛
𝑖=1 𝑐𝑖ℎ𝑖,ℓ ≠ 0,

ℓ!

����� 𝑛∑︁
𝑖=1

𝑐𝑖ℎ𝑖,ℓ

����� ≥ 1.

And finally, we obtain

|𝑆ℓ | ≥
𝑦ℓ

ℓ!
.

With the obtained upper and lower bound, we can now deduce a

requirement that ensures Equation (8) to be satisfied. Actually, it is

sufficient that for every 𝑡 ≥ 1,

𝑛𝑦𝑡𝐶 (𝐵𝑑)ℓ+𝑡+1ℓ! ≤ 1

2
𝑡+1 , i.e. (10)

𝑋 𝑡 ≥ 2
𝑡+1𝑛𝐶 (𝐵𝑑)ℓ+𝑡+1ℓ!. (11)

Recall that 𝐶 ≤ 𝑋 1/2
and ℓ ≤ 𝑑𝑛, so it suffices that

𝑋 𝑡− 1

2 ≥ 2
𝑡+1𝑛(𝐵𝑑)𝑛𝑑+𝑡+1 (𝑛𝑑)!.

By applying log, it is sufficient that for all 𝑡 ≥ 1,

(𝑡 − 1

2

)𝑝1 (𝑛,𝑑) log(𝐵 + 1) ≥(𝑡 + 1) log(2) + log(𝑛)

+ (𝑛𝑑 + 𝑡 + 1) log(𝐵𝑑) + 𝑛𝑑 log(𝑛𝑑).

Therefore, one can show that 𝑝1 (𝑛,𝑑) ≥ 20𝑑𝑛 log(𝑑𝑛) is sufficient

(this bound is not optimized at all). And in this case, by Equation (9),

we have

|𝑆 | ≥ 1

2

|𝑆ℓ | ≥
1

2ℓ!𝑋 ℓ
≥ 1

2
ℓ log ℓ+1𝑋 ℓ

≥ 1

𝑋𝑝2 (𝑛,𝑑 )
,

with 𝑝2 (𝑛,𝑑) ≥ 𝑑𝑛(log(𝑑𝑛) + 1) + 1.

6 CONCLUSION AND OPEN QUESTIONS
In Theorem 5, we greatly generalized the ideas developed in [14].

This leads to the fact that the results in [14] can be generalized to

various other families of power series, as evident in Corollary 1.

The Wronskian approach of [14] was also proven to be tight, up

to a polynomial blowup. Our work also made significant progress

in the straight line variant of the classical SSR equality problem.

We also extended the results of [14] for sign testing of the sum

of square roots of polynomial integers to a linear combination of

logarithms of polynomial integers, solving a special case of Problem

2 proposed in [12]. There are several directions for future research:

(1) Part (2) in Corollary 1 applies to some special cases of solu-

tions of 2nd order differential equations, like cos 𝑓 where 𝑓

is a polynomial. It would be intriguing to see if this applies

to generic solutions of higher order equations.

(2) Can we generalize Theorem 1 by bounding the order of

sums of arbitrary algebraic power series? Square roots of

polynomials are examples of algebraic functions. However,

finding a satisfying way to bound the order of theWronskian

determinant of a family of algebraic power series is challeng-

ing. The best upper bound we could find is about 𝑟poly(𝑛)𝑑
where (𝑟, 𝑑) is a bound on the bi-degree of the polynomial

equations satisfied by the algebraic power series.

(3) We saw that both the sign testing of the sum of square roots

and logarithms are specific examples of PosSLP. In order

to advance in understanding the complexity of PosSLP, it

is important to consider other special cases. For instance,

the following are additional special cases of PosSLP that are

worth exploring.

(a) Given positive integers 𝑎, 𝑏, 𝑐, 𝑛 in binary, determine the

sign of 𝑎𝑛 + 𝑏𝑛 − 𝑐𝑛 . To our knowledge, even this very

special case of PosSLP remains open.

(b) Given an integer trinomial 𝑓 (𝑥) := 𝑐1 + 𝑐2𝑥𝑎
2
+ 𝑐3𝑥𝑎3 ∈

Z[𝑥] and a rational
𝑝
𝑞 , determine the sign of 𝑓

(
𝑝
𝑞

)
. This

problem was posed in [16]. Significant progress was made

on it in [9] but the general form of the problem remains

open.
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